
Lourdes Araujo1, Juan Martinez-Romo2, Laura Plaza3, 
Fernando López-Ostenero4

Universidad Nacional de Educación a Distancia (UNED) Spain
1: lurdes@lsi.uned.es, 2:juaner@lsi.uned.es,  3: lplaza@lsi.uned.es, 4: flopez@lsi.uned.es

Future work
• Complete a taxonomy with the feedback corresponding to each

self-assessment question. • Consider other types of questions such as those of a practical
nature.• Refine the similarity models.

Conclusions
• Semantic similarity techniques based on transformers automatically 

select from a book on the subject the most appropriate paragraphs 
to be presented as feedback for each question.• Automatically generated feedback is highly correlated with the self-
assessment question considered.

Results:

The subject (UNED, Spain, Computer Science): 
Advanced Data Structures and Algorithmic Schemes

Goals:
• Improving the students experience and results with a self-assessment tool by including

formative feedback
• Applying AI and Natural Language Processing techniques to automate the generation of

feedback as much as possible
• Analysing the most appropriate kind of feedback for each kind of question

Analysis of the Generation of Explanations for Self-assessment Exercises 
on Algorithm Schemes and Data Structures

Types of theoretical questions:

Self-assessment tool:

Data Structures: Ways of organizing information to facilitate the development of algorithms or programs.

Algorithmic schemes: Strategies for approaching problems 

• STACKS
• QUEUES
• GRAPHS, etc.• GREEDY STRATEGY

• DIVIDE AND CONQUER
• BACKTRACKING, etc.

Algorithms for important problems:
• SEARCHES
• SHORTEST PATH between two points, etc. 

Wrong!

• SPECIFIC SUBJECT: Different claims about a specific topic. 
• SCHEME SELECTION: Questions about the most appropriate algorithmic 
scheme for having less temporal or spatial cost to solve a problem
• COST: Questions about algorithmic cost associated with different data structures 
or algorithms.

Why?
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TYPE OF QUESTION TECHNIQUE CORRECT FEEDBACK SIMILARITY(BEST)
SPECIFIC SUBJECT SEMANTIC SIMILARITY  0.7278

SCHEME SELECTION TOPIC TAXONOMY+
SEMANTIC SIMILARITY

 0.6401

COST TOPIC TAXONOMY +
SEMANTIC SIMILARITY

 0.8520

Techniques:

Topic taxonomy: Semantic similarity techniques (AI and NLP):

Example:
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